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Abstract

We present a context-sensitive chart pruning
method for cky-style MT decoding. Source phrases
that are unlikely to have aligned target constituents
are identi�ed using sequence labellers learned from
the parallel corpus, and speed-up is obtained by
pruning corresponding chart cells. The proposed
method is easy to implement, orthogonal to cube
pruning and additive to its pruning power. On
a full-scale English-to-German experiment with a
string-to-tree model, we obtain a speed-up of more
than 60% over a strong baseline, with no loss in
BLEU.

Problem

Syntactic MT models su�er from decoding e�-
ciency bottlenecks. Especially for more expres-
sive, linguistically-motivated syntactic MT models,
where the grammar complexity has grown consider-
ably over hierarchical phrase-based models and de-
coding still su�ers from e�ciency issues.

Method Overview

We study a chart pruning method for cky-style MT
decoding that is orthogonal to cube pruning and ad-
ditive to its pruning power. The main intuition of
our method is to �nd those source phrases (i.e. any
sequence of consecutive words) that are unlikely to
have any consistently aligned target counterparts
according to the source context and grammar con-
straints.
We call our method context-sensitive pruning

(CSP); it can be viewed as a bilingual adapta-
tion of similar methods in monolingual parsing
(Roark and Hollingshead, 2008; Zhang et al.,2010)
which improve parsing e�ciency by �closing" chart
cells using binary classi�ers. Our contribution is
that we demonstrate such methods can be ap-
plied to synchronous-grammar parsing by labelling
the source-side alone. This is achieved through a
novel training scheme where the labelling models
are trained over the word-aligned bitext and gold-
standard pruning labels are obtained by projecting
target-side constituents to the source words. To our
knowledge, this is the �rst work to apply this tech-
nique to MT decoding.

Pruning by Labelling

In contrast to monolingual parsing, our pruning de-
cisions are based on the source context, its target
translation and the mapping between the two. The
key question is: how to inject target syntax and
word alignment information into our labelling mod-
els; this is important since the syntactic correspon-
dence between di�erent language pairs is di�erent.
For example, �the products� does not have a consis-
tent alignment on the target side on the left (en-de),
while it does on the right (en-jp).
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We use binary tags to indicate whether a source
word can start or end a multi-word phrase that has a
consistently aligned target constituent. Under this
scheme, a b-tag value of 1 indicates that a source
word can be the start of a source phrase that has
a consistently aligned target phrase; similarly an e-
tag of 0 indicates that a word cannot end a source
phrase. If either the b-tag or the e-tag of an in-
put phrase is 0, the corresponding chart cells will
be pruned. The pruning e�ects of the two types
of tags are illustrated below. In general, 0-valued
b-tags prune a whole column of chart cells and 0-
valued e-tags prune a whole diagonal of cells; and
the chart cells on the �rst row and the top-most
cell are always kept so that complete translations
can always be found.

1 	
 0 	
 1 	
 1 	
 1 	
 1 	
 1 	
 1 	
 0 	
 1 	


We build a separate labeller for each tag type using
gold-standard b- and e-tags, respectively. The la-
bellers are trained with maximum-entropy models
(Curran and Clark, 2003; Ratnaparkhi, 1996), us-
ing features similar to those used for suppertagging
for CCG parsing (Clark and Curran, 2004). Dur-
ing testing, in order to prevent overpruning, a tag
value of 0 is assigned to a word only if its marginal
probability is greater than a cut-o� value θ.

Gold-standard Labelling

For each training sentence pair, gold-standard
b-tags and e-tags are assigned separately to the
source words. First, we initialize both tags of each
source word to 0s. Then, we iterate through all
target constituent spans, and for each span, we
�nd its corresponding source phrase, as determined
by the word alignment. If a constituent exists for
the phrase pair, the b-tag of the �rst word and the
e-tag of the last word in the source phrase are set
to 1s, respectively.

Input forward alignment Ae∼f , backward align-

ment Âf∼e and 1-best parse tree τ for f
Output Tag sequences b and e for e
1: procedure Tag(e, f , τ,A, Â)
2: l← |e|
3: for i← 0 to l − 1 do

4: b[i]← 0, e[i]← 0

5: for f [i′, j′] in τ do

6: s← {Â[k] | k ∈ [i′, j′]}
7: if |s| ≤ 1 then continue

8: i← min(s), j ← max(s)
9: if Consistent(i, j, i′, j′) then
10: b[i′]← 1, e[j′]← 1

11: procedure Consistent(i, j, i′, j′)
12: t← {A[k] | k ∈ [i, j]}
13: return min(t) ≥ i′ and max(t) ≤ j′

Our de�nition of the gold-standard allows source-
side labels to integrate bilingual information. On
line 6, the target-side syntax is projected to the
source; on line 9, consistency is checked against
word alignment. From the gold standard data, we
found 73.69% of the 54M words do not begin a
multi-word aligned phrase and 77.71% do not end a
multi-word aligned phrase; the 1-best accuracies of
the two labellers tested on a held-out 20K sentences
are 82.50% and 88.78% respectively.
We use two independently trained labellers to per-
form b- and e-tag labelling separately prior to de-
coding. Training of the labelling models is able to
complete in under 2.5 hours and the whole test set is
labelled in under 2 seconds. A standard perceptron
pos tagger trained on Wall Street Journal sections
2-21 of the Penn Treebank is used to assign pos tags
for both our training and test data.

Results

A WMT Moses string-to-tree system is used as our
baseline and decoding speed is measured by the
average decoding time and average number of hy-
potheses generated per sentence. As shown below,
the CSP decoder, which considers far fewer chart
cells and generates signi�cantly fewer subtransla-
tions, consistently outperforms the slower baseline.
It ultimately achieves a BLEU score of 14.86 at a
probability cuto� value of 0.98, slightly higher than
the highest score of the baseline.
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The following two �gures demonstrate the pruning
power of CSP (θ = 0.95) in comparison with the
baseline (beam size = 300); across all the cuto�
values and beam sizes, the CSP decoder considers
54.92% fewer translation hypotheses on average and
the minimal reduction achieved is 46.56%.
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